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The Tyranny of Carlo

1

J. D. Bjorken 

! “Another change that I find disturbing is the rising tyranny of 
Carlo. No, I don’t mean that fellow who runs CERN, but the other one, with first name 
Monte.!
! The simultaneous increase in detector complexity and in 
computation power has made simulation techniques an essential feature of 
contemporary experimentation. The Monte Carlo simulation has become the major 
means of visualization of not only detector performance but also of physics 
phenomena. So far so good.!

 But it often happens that the physics simulations provided by the 
the MC generators carry the authority of data itself. They look like data and feel like 
data, and if one is not careful they are accepted as if they were data. All Monte Carlo 
codes come with a GIGO (garbage in, garbage out) warning label. But the GIGO 
warning label is just as easy for a physicist to ignore as that little message on a packet 
of cigarettes is for a chain smoker to ignore. I see nowadays experimental papers that 
claim agreement with QCD (translation: someone’s simulation labeled QCD) and/or 
disagreement with an alternative piece of physics (translation: an unrealistic 
simulation), without much evidence of the inputs into those simulations.”!

Authors: can we do better than the GIGO label? Uncertainty Bands
Users: account for parameters and report on pertinent cross-checks and validations



Count what is Countable

Measure what is Measurable
(and keep working on the beam)

Theory Experiment

Measurements corrected to
Hadron Level

with acceptance cuts
(~ model-independent)

Theory worked out to 
Hadron Level

with acceptance cuts
(~ detector-independent)

G. Galilei

Amplitudes
Monte Carlo
Resummation

Strings
...

Hits
0100110
GEANT
B-Field

....

Feedback Loop

If not worked out to hadron 
level: data must be unfolded with 

someone else’s hadron-level theory

Unfolding beyond hadron level 
dilutes precision of raw data

(Worst case: data unfolded to ill-
defined ‘MC Truth’ or ‘parton level’)

MC Generators Detector Unfolding



Monte Carlo Generators
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Improve Born-level perturbation theory, by including the ‘most significant’ corrections
→ complete events → any observable you want

Calculate Everything ≈ solving QCD → requires compromise!
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(+ many other ingredients: resonance decays, beam remnants, Bose-Einstein, …)



Monte Carlos and Precision

• A Good Physics Model gives you

• Reliable calibrations for both signal and 
background (e.g., jet energy scales)

• Reliable corrections (e.g., track finding efficiencies)

• Background estimates with as small 
uncertainty as possible (fct of both theoretical accuracy and 
available experimental constraints)

• Reliable discriminators with maximal 
sensitivity to New Physics



Compromises
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!  The present state of phenomenology 
•  Heavily based on semi-classical approximations 

!  Leading Order, Leading Log, Leading Color, semi-classical string models 

•  Sufficient to reach O(10%) accuracy (with hard work) 
!  " sufficient to get overall picture during first few years of LHC running 

!  However 
•  Purely experimental precision will reach much better than 10% 
•  Next machine is a long way off 

!  The task of phenomenology in the LHC era 
•  Gain a complete understanding of ‘known’ physics # PHENOMENOLOGY OF 

EVERYTHING (POET), such that     Questions can be asked, measurements 
performed, with little or no limitations imposed by theoretical accuracy 

!  The more immediate danger 
•  Is caused by the paradigm implied by being accustomed to events that both 

look like data and have an underlying (semi-)classical picture 
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The Problem of Measurement
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! It is tempting to correct measurements for “annoying” effects 
•  Measurements are performed on long-lived / macroscopic 

objects which are almost classical 

•  Theory (MC): In Resonant, Singular, and Non-Perturbative  
limits, quantum ! semi-classical “MC truth” 
"  There either was or wasn’t a H / W / t / … in this event 
"  Bremsstrahlung either was off this parton or off that parton 
"  A string goes from this parton to that parton 
"  This pion went over here, that pion went over there 

•  # hadron-level ! parton-level corrections, imagining an “LO” 
matrix element (with asymptotic incoming and outgoing partons) sitting in 
the middle of a bunch of gook, etc.  

Complementarity: The wave function is subjective, and it is all 
you’re going to get - The “underlying classical truth” does not 
exist (no hidden variables) 

N
iels Bohr (1885-1962) 

Correspondence: Large quantum numbers ! classical 
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Monte Carlo Truth

• Example: Z→μμ pT distribution. 

• Measured: final-state leptons (+ photons) 

• QED is “known” - use MC/model to correct 
back to “True Z boson”  

• Now can compare to theory without QED

One tends to twist fact to suit theory...



The “Q” in QED

•“MC Truth” is: useful indicator of dominant path. 
Equivalent to Young knowing which slit the photon passed through! 

In Quantum Mechanics

• Photons emitted off other particles interfere with 
those from Z decay - no unique FSR correction

• Leptons from Z decay may interfere with other 
leptons in event - no unique lepton assignment

• “MC Truth” is not: quantum mechanically meaningful



A Proposal

• While it is essential to provide the data in terms of 
observables, it may still be desirable to derive further 
theoretical corrections for comparisons ...

• We recommend such correction factors be provided 
in a table, rather than being applied to the data.

• Using this table, (the inverse of) such corrections 
could also be applied to allow direct comparisons of 
cruder models to the data while maintaining the 
separation of measurement and theory

G. Hesketh et al., in arXiv:1003.1643

Twist theory to suit fact...



A Quantum Paradigm
(listen to Niels!)

12

Whatever you do ...
Define it in terms of 

Physical Observables
(with as small corrections as possible)

THEN
Extract theoretical quantities 

from those observables

Minimize dependence on theoretical assumptions



From here on
“Monte Carlo Truth”
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Starting Point

Want to generate events
In as much detail as Mother Nature

Get average and fluctuations right
Make random choices ≈ as in nature 

Factorization
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The Monte Carlo method

Want to generate events in as much detail as Mother Nature
=⇒ get average and fluctutations right

=⇒ make random choices, ∼ as in nature

σfinal state = σhard processPtot,hard process→final state

(appropriately summed & integrated over non-distinguished final states)

where Ptot = PresPISRPFSRPMIPremnantsPhadronization Pdecays

with Pi =
∏

j Pij =
∏

j
∏

k Pijk = . . . in its turn

=⇒ divide and conquer

an event with n particles involves O(10n) random choices,
(flavour, mass, momentum, spin, production vertex, lifetime, . . . )
LHC: ∼ 100 charged and ∼ 200 neutral (+ intermediate stages)

=⇒ several thousand choices
(of O(100) different kinds)
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High QF

Evolution

An event with n particles
Involves O(10n) random choices

(each diagram/branching/decay/… ≈ 10 choices)

1513
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Evolution
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X



Generator Landscape

20



Main Workhorses
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The workhorses: what are the differences?

HERWIG, PYTHIA and SHERPA intend to offer a convenient framework
for LHC physics studies, but with slightly different emphasis:

PYTHIA (successor to JETSET, begun in 1978):
• originated in hadronization studies: the Lund string
• leading in development of multiple parton interactions
• pragmatic attitude to showers & matching
• the first multipurpose generator: machines & processes

HERWIG (successor to EARWIG, begun in 1984):
• originated in coherent-shower studies (angular ordering)
• cluster hadronization & underlying event pragmatic add-on
• large process library with spin correlations in decays

SHERPA (APACIC++/AMEGIC++, begun in 2000):
• own matrix-element calculator/generator
• extensive machinery for CKKW matching to showers
• leans on PYTHIA for MPI and hadronization

Slide from T. Sjöstrand



Hard Processes
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Matrix-Elements Programs

Wide spectrum from “general-purpose” to “one-issue”, see e.g.
http://www.cedar.ac.uk/hepcode/

Free for all as long as Les-Houches-compliant output.

I) General-purpose, leading-order:
• MadGraph/MadEvent (amplitude-based, ≤ 7 outgoing partons):

http://madgraph.physics.uiuc.edu/

• CompHEP/CalcHEP (matrix-elements-based, ∼≤ 4 outgoing partons)
• Comix: part of SHERPA (Behrends-Giele recursion)
• HELAC–PHEGAS (Dyson-Schwinger)

II) Special processes, leading-order:
• ALPGEN: W/Z+ ≤ 6j, nW + mZ + kH+ ≤ 3j, . . .
• AcerMC: ttbb, . . .
• VECBOS: W/Z+ ≤ 4j

III) Special processes, next-to-leading-order:
• MCFM: NLO W/Z+ ≤ 2j, WZ, WH, H+ ≤ 1j

• GRACE+Bases/Spring
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III) Special processes, next-to-leading-order:
• MCFM: NLO W/Z+ ≤ 2j, WZ, WH, H+ ≤ 1j

• GRACE+Bases/Spring

Note: NLO codes not yet 
generally interfaced 

to shower MCs

Slide from T. Sjöstrand



Color Flows
Projected onto NC→∞

Needed by Parton Showers + Hadronization
E.g., select between:

23

Colour flow in hard processes
One Feynman graph can correspond to several possible colour flows,
e.g. for qg → qg:
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while other qg → qg graphs only admit one colour flow:
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Showers: create dipoles / coherence cones
Hadronization: set up confinement

Solution: use normal |M|2 to compute cross section
Use the relative fractions in NC→∞ to decide which flow

Illustrations by T. Sjöstrand



Parton Showers
≈ Exclusive Resummation
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Loops and Legs

Resummation
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X(2) X+1(2) …

X(1) X+1(1) X+2(1) X+3(1) …

Born X+1(0) X+2(0) X+3(0) …

Lo
op

s

Legs

Born+Res

Unitarity

Conformal/Bjorken
Scaling

Jet-within-a-jet-within-a-jet-...

Exponentiation

Flash
back



Resummation
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“DLA” 

But something’s not right… Interpretation:  the structure evolves + UNITARITY:
Virt = - Int(Tree) + F

(or: given a jet definition, an event 
has either 0, 1, 2, or n jets)

!X+1(Q) = !X;incl– !X;excl(Q) 

This includes both real and 
virtual corrections 

KLN

Flash
back



Born to Shower
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Born
{p} :  partons

But instead of evaluating O directly on the Born final state, 
first insert a showering operator

Cross sections:

dσ

dO

����
Born
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�
dΦX w(0)

X δ(O −O({p}X))

w(0)
X ∝ PDFs× |M (0)

X |
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X δ(O −O({p}X))
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Born
+ shower S : showering operator

{p} :  partons

To first order, S does nothing

Cross sections:

dσ
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=
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S({p}X,O) = δ(O −O({p}X)) + O(αs)

24



To Lowest Order

The Shower Operator
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Splitting Operator
= Shower approximation 

of X → X+1



(Markov Chain)

The Shower Operator

To ALL Orders

All-orders Probability that nothing happens
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(Exponentiation)
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δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
∫ thad

tstart

dt
d∆(tstart, t)

dt
S({p}X+1,O)

P =

∫

dΦX+1

dΦX

wX+1

wX

∣

∣

∣

∣

PS

PDGLAP =
∑

i

∫

dQ2

Q2
dz Pi(z)

PAntenna =

∫

dsijdsjk

16π2s

|M3(sij, sjk, s)|2

|M2(s)|2

∆(t1, t2) = exp

(

−
∫ t2

t1

dt
dP
dt

)

“Evaluate Observable”→ 

“Continue Shower”→ 
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S({p}X,O) = δ(O −O({p}X))

S({p}X,O) =
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1 −
∫ thad

tstart

dt
dP
dt

)

δ(O−O({p}X)) +

∫ thad

tstart

dtX+1
dP

dtX+1
δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
∫ thad

tstart

dt
d∆(tstart, t)

dt
S({p}X+1,O)

P =

∫

dΦX+1

dΦX

wX+1

wX

∣

∣

∣

∣

PS
∫

∣

∣

∣

∣

PS

PDGLAP =
∑

i

∫

dQ2

Q2
dz Pi(z)

∑

∫

PAntenna =

∫

dsijdsjk

16π2s

|M3(sij, sjk, s)|2

|M2(s)|2

Splitting Operator
Examples
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NB: Also others, e.g., Catani-Seymour 
(SHERPA), Sector Antennae, ….

DGLAP
(E.g., HERWIG, PYTHIA)

10.1.1 The evolution equations

In the shower formulation, the kinematics of each branching is given in terms of two
variables, Q2 and z. Somewhat different interpretations may be given to these variables,
and indeed this is one main area where the various programs on the market differ. Q2

has dimensions of squared mass, and is related to the mass or transverse momentum scale
of the branching. z gives the sharing of the a energy and momentum between the two
daughters, with parton b taking a fraction z and parton c a fraction 1− z. To specify the
kinematics, an azimuthal angle ϕ of the b around the a direction is needed in addition;
in the simple discussions ϕ is chosen to be isotropically distributed, although options for
non-isotropic distributions currently are the defaults.

The probability for a parton to branch is given by the evolution equations (also called
DGLAP or Altarelli–Parisi [Gri72, Alt77]). It is convenient to introduce

t = ln(Q2/Λ2) ⇒ dt = d ln(Q2) =
dQ2

Q2
, (162)

where Λ is the QCD Λ scale in αs. Of course, this choice is more directed towards the
QCD parts of the shower, but it can be used just as well for the QED ones. In terms of
the two variables t and z, the differential probability dP for parton a to branch is now

dPa =
�

b,c

αabc

2π
Pa→bc(z) dt dz . (163)

Here the sum is supposed to run over all allowed branchings, for a quark q → qg and
q→ qγ, and so on. The αabc factor is αem for QED branchings and αs for QCD ones (to
be evaluated at some suitable scale, see below).

The splitting kernels Pa→bc(z) are

Pq→qg(z) = CF
1 + z2

1− z
,

Pg→gg(z) = NC
(1− z(1− z))2

z(1− z)
,

Pg→qq(z) = TR (z2 + (1− z)2) ,

Pq→qγ(z) = e2
q

1 + z2

1− z
,

P�→�γ(z) = e2
�

1 + z2

1− z
, (164)

with CF = 4/3, NC = 3, TR = nf/2 (i.e. TR receives a contribution of 1/2 for each
allowed qq flavour), and e2

q and e2
� the squared electric charge (4/9 for u-type quarks, 1/9

for d-type ones, and 1 for leptons).
Persons familiar with analytical calculations may wonder why the ‘+ prescriptions’

and δ(1− z) terms of the splitting kernels in eq. (164) are missing. These complications
fulfil the task of ensuring flavour and energy conservation in the analytical equations. The
corresponding problem is solved trivially in Monte Carlo programs, where the shower evo-
lution is traced in detail, and flavour and four-momentum are conserved at each branching.
The legacy left is the need to introduce a cut-off on the allowed range of z in splittings, so
as to avoid the singular regions corresponding to excessive production of very soft gluons.

Also note that Pg→gg(z) is given here with a factor NC in front, while it is sometimes
shown with 2NC . The confusion arises because the final state contains two identical par-
tons. With the normalization above, Pa→bc(z) is interpreted as the branching probability
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t0
(t1,z1)

(t2.z2)

s
I

K

i
j
k

(sij,sjk) (…)
(…)

Dipole-Antennae
(E.g., ARIADNE, VINCIA)

Antenna functions of invariants

aqq̄→qgq̄ = 2CF
sijsjk

�
2siks + s2

ij + s2
jk

�

aqg→qgg = CA
sijsjk

�
2siks + s2

ij + s2
jk − s3

ij

�

agg→ggg = CA
sijsjk

�
2siks + s2

ij + s2
jk − s3

ij − s3
jk

�

aqg→qq̄�q� = TR
sjk

�
s− 2sij + 2s2

ij

�

agg→gq̄�q� = aqg→qq̄�q�

28

… + non-singular terms

S({p}X,O) = δ(O −O({p}X))

S({p}X,O) =

�
1−

� thad

tstart

dt
dP

dt

�
δ(O−O({p}X)) +

� thad

tstart

dtX+1
dP

dtX+1
δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
� thad

tstart

dt
d∆(tstart, t)

dt
S({p}X+1,O)

P =

�
dΦX+1

dΦX

wX+1

wX

����
PS

PDGLAP =
�

i

�
dQ2

Q2
dz Pi(z)

PAntenna =

�
dsijdsjk

16π2s

|M3(sij, sjk, s)|2

|M2(s)|2

dPIK→ijk =
dsijdsjk

16π2s
a(sij, sjk)

∆(t1, t2) = exp

�
−

� t2

t1

dt
dP

dt

�

26
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Coherence

QED: Chudakov effect (mid-fifties)
e+

e−cosmic ray γ atom

emulsion plate reduced
ionization

normal
ionization

QCD: colour coherence for soft gluon emission

+

2

=

2

solved by • requiring emission angles to be decreasing
or • requiring transverse momenta to be decreasing

Approximations to 
Coherence:

Angular Ordering (HERWIG)

Angular Vetos (PYTHIA)

Coherent Dipole-Antennae 
(ARIADNE, CS, VINCIA)

Illustrations by T. Sjöstrand



The Initial State
Parton Densities and Initial-State Showers
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Parton Densities for MC

34

LO
Consistent with LO matrix elements in LO generators
Effectively ‘tuned’ to absorb missing NLO contributions
But they give quite bad fits compared to NLO … 

NLO

Formally consistent with NLO matrix elements
Effectively ‘tuned’ with NLO theory 
→ badly tuned for LO matrix elements (not enough low-x glue)?
Suggest to only use for NLO generators?

LO*,
MC 

pdfs, 
...

Best of both worlds? 
PDF has always had an impact on generator tuning
But now we are going the other way: tune the PDF!

Still gaining experience. Proceed with caution & sanity checks



Initial-State Evolution
= Spacelike (backwards) Evolution

35

p2 = t < 0

ISR:FSR:
p2  >

 0

Virtualities are
Timelike: p2>0

Virtualities are
Spacelike: p2>0

Start at Q2 = s
Unconstrained forwards 
evolution

Start at Q2 = Qi2

Constrained backwards evolution
towards boundary condition = proton



DGLAP for Parton Density

→ Sudakov for ISR

Evolution Equation
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That way we hope to achieve the most realistic description of mass effects in the collinear

and soft regions.

The shower inherits some further elements from PYSHOW, such as azimuthal anisotropies

in gluon branchings from polarization effects.

The relevant parameters will have to be retuned, since the shower is quite different

from the mass-ordered one of PYSHOW. In particular, it appears that the five-flavour ΛQCD

value in PARJ(81) has to be reduced relative to the current default, roughly by a factor

of two (from 0.29 to 0.14 GeV). After such a retuning, PYPTFS (combined with string

fragmentation) appears to give an even better description of LEP1 data than does PYSHOW
[Rud04].

10.3 Initial-State Showers

The initial-state shower algorithms in Pythia are not quite as sophisticated as the final-

state ones. This is partly because initial-state radiation is less well understood theoreti-

cally, and partly because the programming task is more complicated and ambiguous. Still,

the program at disposal is known to do a reasonably good job of describing existing data,

such as Z
0

production properties at hadron colliders [Sjö85]. It can be used both for QCD

showers and for photon emission off leptons (e, µ or τ ; relative to earlier versions, the

description of incoming µ and τ are better geared to represent the differences in lepton

mass, and the lepton-inside-lepton parton distributions are properly defined).

Again we begin with a fairly model-independent overview before zooming in on the

old virtuality-ordered algorithm implemented in PYSSPA. The new transverse-momentum-

ordered formalism in PYPTIS, described at the end, shares much of the same philosophy,

apart from the quite important choice of evolution variable, of course.

10.3.1 The shower structure

A fast hadron may be viewed as a cloud of quasi-real partons. Similarly a fast lepton

may be viewed as surrounded by a cloud of photons and partons; in the program the two

situations are on an equal footing, but here we choose the hadron as example. At each

instant, each individual parton initiates a virtual cascade, branching into a number of

partons. This cascade of quantum fluctuations can be described in terms of a tree-like

structure, composed of many subsequent branchings a → bc. Each branching involves

some relative transverse momentum between the two daughters. In a language where

four-momentum is conserved at each vertex, this implies that at least one of the b and

c partons must have a space-like virtuality, m2 < 0. Since the partons are not on the

mass shell, the cascade only lives a finite time before reassembling, with those parts of

the cascade that are most off the mass shell living the shortest time.

A hard scattering, e.g. in deeply inelastic leptoproduction, will probe the hadron at a

given instant. The probe, i.e. the virtual photon in the leptoproduction case, is able to

resolve fluctuations in the hadron up to the Q2
scale of the hard scattering. Thus probes

at different Q2
values will seem to see different parton compositions in the hadron. The

change in parton composition with t = ln(Q2/Λ2
) is given by the evolution equations

dfb(x, t)

dt
=

�

a,c

�
dx�

x�
fa(x

�, t)
αabc

2π
Pa→bc

�
x

x�

�
. (187)

Here the fi(x, t) are the parton-distribution functions, expressing the probability of finding

a parton i carrying a fraction x of the total momentum if the hadron is probed at virtuality

Q2
. The Pa→bc(z) are given in eq. (164). As before, αabc is αs for QCD shower and αem

for QED ones.
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step by step one moves ‘backwards’ in ‘time’, towards smaller Q2, all the way back to the
parton-shower initiator at the cut-off scale Q2

0. This procedure is possible if evolved parton
distributions are used to select the hard scattering, since the fi(x, Q2) contain the inclusive
summation of all initial-state parton-shower histories that can lead to the appearance of
an interacting parton i at the hard scale. What remains is thus to select an exclusive
history from the set of inclusive ones. In this way, backwards evolution furnishes a very
clear and intuitive picture of the relationship between the inclusive (parton distributions)
and exclusive (initial-state showers) description of the same physics.

10.3.2 Longitudinal evolution

The evolution equations, eq. (187), express that, during a small increase dt, there is a
probability for parton a with momentum fraction x� to become resolved into parton b
at x = zx� and another parton c at x� − x = (1 − z)x�. Correspondingly, in backwards
evolution, during a decrease dt a parton b may be ‘unresolved’ into parton a. The relative
probability dPb for this to happen is given by the ratio dfb/fb. Using eq. (187) one obtains

dPb =
dfb(x, t)

fb(x, t)
= |dt|

�

a,c

� dx�

x�
fa(x�, t)

fb(x, t)

αabc

2π
Pa→bc

�
x

x�

�
. (188)

Summing up the cumulative effect of many small changes dt, the probability for no radi-
ation exponentiates. Therefore one may define a form factor

Sb(x, tmax, t) = exp

�

−
� tmax

t
dt�

�

a,c

� dx�

x�
fa(x�, t�)

fb(x, t�)

αabc(t�)

2π
Pa→bc

�
x

x�

��

= exp

�

−
� tmax

t
dt�

�

a,c

�
dz

αabc(t�)

2π
Pa→bc(z)

x�fa(x�, t�)

xfb(x, t�)

�

, (189)

giving the probability that a parton b remains at x from tmax to a t < tmax.
It may be useful to compare this with the corresponding expression for forward evolu-

tion, i.e. with Sa(t) in eq. (166). The most obvious difference is the appearance of parton
distributions in Sb. Parton distributions are absent in Sa: the probability for a given
parton a to branch, once it exists, is independent of the density of partons a or b. The
parton distributions in Sb, on the other hand, express the fact that the probability for
a parton b to come from the branching of a parton a is proportional to the number of
partons a there are in the hadron, and inversely proportional to the number of partons b.
Thus the numerator fa in the exponential of Sb ensures that the parton composition of
the hadron is properly reflected. As an example, when a gluon is chosen at the hard scat-
tering and evolved backwards, this gluon is more likely to have been emitted by a u than
by a d if the incoming hadron is a proton. Similarly, if a heavy flavour is chosen at the
hard scattering, the denominator fb will vanish at the Q2 threshold of the heavy-flavour
production, which means that the integrand diverges and Sb itself vanishes, so that no
heavy flavour remain below threshold.

Another difference between Sb and Sa, already touched upon, is that the Pg→gg(z)
splitting kernel appears with a normalization 2NC in Sb but only with NC in Sa, since
two gluons are produced but only one decays in a branching.

A knowledge of Sb is enough to reconstruct the parton shower backwards. At each
branching a→ bc, three quantities have to be found: the t value of the branching (which
defines the space-like virtuality Q2

b of parton b), the parton flavour a and the splitting
variable z. This information may be extracted as follows:
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∆(x, tmax, t)

29



Hadronization

Small strings → clusters. Large clusters → strings

37

String vs. Cluster

c

g

g

b

D−
s

Λ
0

n

η

π+

K∗−

φ

K+

π−

B
0

program PYTHIA HERWIG
model string cluster
energy–momentum picture powerful simple

predictive unpredictive
parameters few many
flavour composition messy simple

unpredictive in-between
parameters many few

“There ain’t no such thing as a parameter-free good description”

(&SHERPA)

Illustrations by T. Sjöstrand
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and Tuning
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Constraining Models

Data
• A wealth of data available at lower 

energies

• Used for constraining (‘tuning’) 
theoretical models (E.g., Monte 
Carlo Event Generators)

SLDHERA
LEP

SPS Tevatron

ISR

...

RHIC

......



Constraining Models

• The low-energy LHC runs are giving us a unique chance 
to fill in gaps in our knowledge at lower energies

• Which model would you trust more? One that also 
describes SPS, RHIC, Tevatron, Low-Energy LHC? Or one 
that doesn’t?

Data
• A wealth of data available at lower 

energies

• Used for constraining (‘tuning’) 
theoretical models (E.g., Monte 
Carlo Event Generators)

SLDHERA
LEP

SPS Tevatron

ISR

...

RHIC

......



SLD

Constraining Models

• The low-energy LHC runs are giving us a unique chance 
to fill in gaps in our knowledge at lower energies

• Which model would you trust more? One that also 
describes SPS, RHIC, Tevatron, Low-Energy LHC? Or one 
that doesn’t?

HERA
LEP

SPS Tevatron

ISRData ...
• A wealth of data available at lower 

energies

• Used for constraining (‘tuning’) 
theoretical models (E.g., Monte 
Carlo Event Generators)

RHIC

......

But wait ... which gaps?



Gaps
• QCD pheno evolving rapidly

• The models that were tested 20 years ago are 
not the models of today

• Capabilities of experiments are different today 
than 20 years ago

• We define new observables, new quantities of 
interest, as knowledge evolves (e.g., IR safety)

• We have also learned some hard lessons about 
data preservation and about ‘truth’ corrections



3 Kinds of 

Tuning
1. Fragmentation Tuning

Non-perturbative: hadronization modeling & parameters
Perturbative: jet radiation, jet broadening, jet structure

2. Initial-State Tuning
Non-perturbative: PDFs, primordial kT

Perturbative: initial-state radiation, initial-final interference

3. Underlying-Event & Min-Bias Tuning
Non-perturbative: Multi-parton PDFs, Color (re)connections, 
collective effects, impact parameter dependence, … 
Perturbative: Multi-parton interactions, rescattering
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Tuning Problem

Fundamental Problem
In all but the softest hadronic collisions (soft min-bias, 
soft diffraction), particle production has partly 
perturbative origin
→ Need to FIRST make sure one has a SUFFICIENTLY 
GOOD description of the PERTURBATIVE physics

44

Useless to get the right number of tracks, if their 
energy flow distribution is completely wrong

(E.g., adding a soft string to make up for a missing jet is not optimal)

But pQCD is calculable … should we ‘tune’ it?



Pure pQCD - the “parton” level

Default PYTHIA 8 - No Hadronization
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Hadron Level

Default PYTHIA 8 + Hadronization
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Wait … is this Crazy?
These results

Obtained with αs(MZ) ≈ 0.14 ≠ World Average = 0.1176 ± 0.0020

Value of αs

Depends on the order and scheme
MC ≈ Leading Order + LL resummation
Other leading-Order extractions of αs ≈ 0.13 - 0.14
Plus uncertainty from different effective scheme

So, in my opinion, it is not so crazy
We should ‘tune’ (or ‘measure’) even pQCD parameters with the 
actual generator. The sanity check is whether we are consistent 
with other extractions at a similar formal order, within the 
uncertainty at that order (including an (unknown) scheme redefinition)
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1. Physical constants 1

1. PHYSICAL CONSTANTS
Table 1.1. Reviewed 2007 by P.J. Mohr and B.N. Taylor (NIST). Based mainly on the “CODATA Recommended Values of the Fundamental
Physical Constants: 2006” by P.J. Mohr, B.N. Taylor, and D.B. Newell (to be published in Rev. Mod. Phys, and J. Phys. Chem. Ref. Data).
The last group of constants (beginning with the Fermi coupling constant) comes from the Particle Data Group. The figures in parentheses after
the values give the 1-standard-deviation uncertainties in the last digits; the corresponding fractional uncertainties in parts per 109 (ppb) are
given in the last column. This set of constants (aside from the last group) is recommended for international use by CODATA (the Committee
on Data for Science and Technology). The full 2006 CODATA set of constants may be found at http://physics.nist.gov/constants.

Quantity Symbol, equation Value Uncertainty (ppb)

speed of light in vacuum c 299 792 458 m s−1 exact∗
Planck constant h 6.626 068 96(33)×10−34 J s 50
Planck constant, reduced ! ≡ h/2π 1.054 571 628(53)×10−34 J s 50

= 6.582 118 99(16)×10−22 MeV s 25
electron charge magnitude e 1.602 176 487(40)×10−19 C = 4.803 204 27(12)×10−10 esu 25, 25
conversion constant !c 197.326 9631(49) MeV fm 25
conversion constant (!c)2 0.389 379 304(19) GeV2 mbarn 50

electron mass me 0.510 998 910(13) MeV/c2 = 9.109 382 15(45)×10−31 kg 25, 50
proton mass mp 938.272 013(23) MeV/c2 = 1.672 621 637(83)×10−27 kg 25, 50

= 1.007 276 466 77(10) u = 1836.152 672 47(80) me 0.10, 0.43
deuteron mass md 1875.612 793(47) MeV/c2 25
unified atomic mass unit (u) (mass 12C atom)/12 = (1 g)/(NA mol) 931.494 028(23) MeV/c2 = 1.660 538 782(83)×10−27 kg 25, 50

permittivity of free space ε0 = 1/µ0c2 8.854 187 817 . . . ×10−12 F m−1 exact
permeability of free space µ0 4π × 10−7 N A−2 = 12.566 370 614 . . . ×10−7 N A−2 exact

fine-structure constant α = e2/4πε0!c 7.297 352 5376(50)×10−3 = 1/137.035 999 679(94)† 0.68, 0.68
classical electron radius re = e2/4πε0mec2 2.817 940 2894(58)×10−15 m 2.1
(e− Compton wavelength)/2π −λe = !/mec = reα−1 3.861 592 6459(53)×10−13 m 1.4
Bohr radius (mnucleus = ∞) a∞ = 4πε0!2/mee2 = reα−2 0.529 177 208 59(36)×10−10 m 0.68
wavelength of 1 eV/c particle hc/(1 eV) 1.239 841 875(31)×10−6 m 25
Rydberg energy hcR∞ = mee4/2(4πε0)2!2 = mec2α2/2 13.605 691 93(34) eV 25
Thomson cross section σT = 8πr2

e/3 0.665 245 8558(27) barn 4.1

Bohr magneton µB = e!/2me 5.788 381 7555(79)×10−11 MeV T−1 1.4
nuclear magneton µN = e!/2mp 3.152 451 2326(45)×10−14 MeV T−1 1.4
electron cyclotron freq./field ωe

cycl/B = e/me 1.758 820 150(44)×1011 rad s−1 T−1 25
proton cyclotron freq./field ωp

cycl/B = e/mp 9.578 833 92(24)×107 rad s−1 T−1 25

gravitational constant‡ GN 6.674 28(67)×10−11 m3 kg−1 s−2 1.0 × 105

= 6.708 81(67)×10−39 !c (GeV/c2)−2 1.0 × 105

standard gravitational accel. gN 9.806 65 m s−2 exact

Avogadro constant NA 6.022 141 79(30)×1023 mol−1 50
Boltzmann constant k 1.380 6504(24)×10−23 J K−1 1700

= 8.617 343(15)×10−5 eV K−1 1700
molar volume, ideal gas at STP NAk(273.15 K)/(101 325 Pa) 22.413 996(39)×10−3 m3 mol−1 1700
Wien displacement law constant b = λmaxT 2.897 7685(51)×10−3 m K 1700
Stefan-Boltzmann constant σ = π2k4/60!3c2 5.670 400(40)×10−8 W m−2 K−4 7000

Fermi coupling constant∗∗ GF /(!c)3 1.166 37(1)×10−5 GeV−2 9000

weak-mixing angle sin2 θ̂(MZ) (MS) 0.231 19(14)†† 6.5 × 105

W± boson mass mW 80.398(25) GeV/c2 3.6 × 105

Z0 boson mass mZ 91.1876(21) GeV/c2 2.3 × 104

strong coupling constant αs(mZ) 0.1176(20) 1.7 × 107

π = 3.141 592 653 589 793 238 e = 2.718 281 828 459 045 235 γ = 0.577 215 664 901 532 861

1 in ≡ 0.0254 m

1 Å ≡ 0.1 nm

1 barn ≡ 10−28 m2

1 G ≡ 10−4 T

1 dyne ≡ 10−5 N

1 erg ≡ 10−7 J

1 eV = 1.602 176 487(40)× 10−19 J

1 eV/c2 = 1.782 661 758(44)× 10−36 kg

2.997 924 58 × 109 esu = 1 C

kT at 300 K = [38.681 685(68)]−1 eV
0 ◦C ≡ 273.15 K

1 atmosphere ≡ 760 Torr ≡ 101 325 Pa

∗ The meter is the length of the path traveled by light in vacuum during a time interval of 1/299 792 458 of a second.
† At Q2 = 0. At Q2 ≈ m2

W the value is ∼ 1/128.
‡ Absolute lab measurements of GN have been made only on scales of about 1 cm to 1 m.
∗∗ See the discussion in Sec. 10, “Electroweak model and constraints on new physics.”
†† The corresponding sin2 θ for the effective angle is 0.23149(13).

PDG:



Tuning in the Infrared

1. Fragmentation Tuning
Constrain incalculable model parameters

Similar to fitting fragmentation functions, or measuring form 
factors, … but can look at much more exclusive information!
I.e., a “measurement” within the given model context 

48

Ps/Pu,d
PBaryon/PMeson

PVector
/3PScalar

ΛQCD

η,η’suppression

Qcut
off

IR αs

f(z,Q
2)

Good model → good fit. Bad model → bad fit → improve model 

fc,b(z,Q2)

p ⊥
F 



Fragmentation
• Normal MC Tuning Procedure:

• Fragmentation and Flavour parameters constrained at 
LEP, then used in pp/ppbar (Jet Universality)

• But pp/ppbar is a very different environment, at the infrared level!



• Normal MC Tuning Procedure:

• Fragmentation and Flavour parameters constrained at 
LEP, then used in pp/ppbar (Jet Universality)

• But pp/ppbar is a very different environment, at the infrared level!

Fragmentation

• Check fragmentation in situ at hadron colliders

• N and pT spectra (and x spectra normalized to ‘jet’/minijet energy?) 
Identified particles highly important to dissect fragmentation

• Fully Exclusive → Particle-Particle CORRELATIONS

• (How) do the spectra change with (pseudo-)rapidity? (forward = synergy 
with cosmic ray fragmentation, different dominating production/fragmentation mechanisms 
as fct of rapidity? E.g., compare LHCb with central?) 

• How do they change with event activity? (cf. heavy-ion ~ central vs peripheral 
collisions, hard trigger event (UE))



Tuning the Initial State

2. Initial state
Constrain αs and 
“primordial kT”

Similar to fitting 
PDF functions

Main reference:
Drell-Yan pT, + Jets
(also DIS)

Complication:
Initial-Final 
interference!
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Figure 1: Comparisons to the CDF and DØ measurements of the p⊥ of Drell-Yan pairs [51, 52]. Insets
show the high-p⊥ tails. Left: virtuality-ordered showers. Right: p⊥-ordered showers. See [43] for
high-resolution versions of these plots and for other tunes and collider energies.

where, for completeness, we have given also the renormalisation scheme, loop order, and choice of
ΛQCD, which are the same for all the tunes.

While the increase of αs nominally reestablishes a good agreement with the Drell-Yan p⊥ spectrum,
the whole business does smell faintly of fixing one problem by introducing another and hence the de-
faults in PYTHIA for these parameters have remained the Tune A ones, at the price of retaining the poor
agreement with the Drell-Yan spectrum.

In the new p⊥-ordered showers [12], however, FSR off ISR is treated within individual QCD dipoles
and does not affect the Drell-Yan p⊥. This appears to make the spectrum come out generically much
closer to the data, as illustrated by the S0(A) curves in fig. 1 (right column), which use αs(p⊥). The only
change going to Perugia 0 — which can be seen to be slightly harder — was implementing a translation

8

PS, “The Perugia tunes”, arXiv:1005.3457 [hep-ph]



Generators - Summary
• Allow to connect theory ↔ experiment

• On PHYSICAL OBSERVABLES

• Precision is a function of Model & Constraints

• Random Numbers to Simulate Quantum Behaviour

• Fixed-Order pQCD supplemented with showers, 
hadronization, decays, underlying event, matching, ... 

• No single program does it all

• + Variations needed for uncertainty estimates!

• Rapid evolution of theory/models/constraints/tunes/…

• Emphasis on interfaces, interoperability
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Preparation for Pythia 8
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• The code is entirely standalone.  All you need is a C 
compiler

• Download the tarball from the Pythia 8 web site (you 
can also just type Pythia in google, but be careful to 
get PYTHIA 8, not 6)

http://home.thep.lu.se/~torbjorn/pythia8/pythia8135.tgz

• Unpack it, move to pythia8135/ directory

• ./configure 

• make

http://home.thep.lu.se/~torbjorn/pythia8/pythia8135.tgz
http://home.thep.lu.se/~torbjorn/pythia8/pythia8135.tgz


Additional Slides
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(The Shower Operator)
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A.k.a. the “evolution operator”    S({p},O)
“Evolves” phase space point: X → X+1 → X+2 → …
As a function of  “time” t = -2ln(Q/Qstart)
Observable is evaluated on final configuration (at Q≈0)

S unitary (as long as you never throw away or reweight an event) 

Total (inclusive) σ unchanged (σLO, σNLO, σNNLO, σexp, …)
→ Only shapes are predicted (i.e., also σ after shape-dependent cuts) 

Can expand S 
To any fixed order (for given observable)

Can check singular limits and agreement with ME at same order

matching



(Additional Observables)

• Particle-Particle Correlations probe 
fragmentation beyond single-particle level. E.g.,:

• A baryon here, where’s the closest antibaryon?

• + Is the Baryon number of the beam carried into the detector?

• A Kaon here, where’s the closest strange particle?

• + Multi-Strange particles. Over how big a distance is the strangeness ‘neutralized’?

• Charge correlations. Special case: is the charge of the beam 
carried into the detector?

Better Constraints → Better Models



PDF DGLAP : Details
We Wrote:
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QCD lecture 2 (p. 18)

Initial-state splitting

DGLAP
DGLAP equation (q ← q)

Change convention: (a) now fix outgoing longitudinal momentum x ; (b)
take derivative wrt factorization scale µ2

p

x

x
p

x

x/z x(1−z)/z

(1+!)µ2(1+!)µ2

µ 2µ 2

+

dq(x , µ2)

d lnµ2
=

αs

2π

∫ 1

x

dz pqq(z)
q(x/z , µ2)

z
−

αs

2π

∫ 1

0
dz pqq(z) q(x , µ2)

pqq is real q ← q splitting kernel: pqq(z) = CF
1 + z2

1 − z

Until now we approximated it in soft (z → 1) limit, pqq $ 2CF

1−z

More properly, it’s a gain-loss equation (same equation, rewritten):

QCD lecture 2 (p. 19)

Initial-state splitting

DGLAP
DGLAP rewritten

Awkward to write real and virtual parts separately. Use more compact
notation:

dq(x , µ2)

d lnµ2
=

αs

2π

∫ 1

x

dz Pqq(z)
q(x/z , µ2)

z
︸ ︷︷ ︸

Pqq⊗q

, Pqq = CF

(
1 + z2

1 − z

)

+

This involves the plus prescription:

∫ 1

0
dz [g(z)]+ f (z) =

∫ 1

0
dz g(z) f (z) −

∫ 1

0
dz g(z) f (1)

z = 1 divergences of g(z) cancelled if f (z) sufficiently smooth at z = 1

First term: some partons flow from higher y=x/z to x  (POSITIVE)
Second term: some partons at x flow to lower y=zx (NEGATIVE)

How can they be the same equation?



PDF DGLAP : Details
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QCD lecture 2 (p. 19)

Initial-state splitting

DGLAP
DGLAP rewritten

Awkward to write real and virtual parts separately. Use more compact
notation:

dq(x , µ2)

d lnµ2
=

αs

2π

∫ 1

x

dz Pqq(z)
q(x/z , µ2)

z
︸ ︷︷ ︸

Pqq⊗q

, Pqq = CF

(
1 + z2

1 − z

)

+

This involves the plus prescription:

∫ 1

0
dz [g(z)]+ f (z) =

∫ 1

0
dz g(z) f (z) −

∫ 1

0
dz g(z) f (1)

z = 1 divergences of g(z) cancelled if f (z) sufficiently smooth at z = 1



Tests/Constraints

59

Tests: does the model work at all?

More precise measurements often shift 
the boundary: constraining to the 
breaking point → old models die

Constraints: given that it works, constrain 
its parameters



Change with Event Activity
• One (important) example: <pT>(Nch)

Peripheral Central

The pT spectrum
becomes harder
as we increase
Nch. 

Important tuning
reference (highly
non-trivial to 
describe correctly)

(Color reconnections, string interactions, rescattering, collective flow in pp, ...?)

http://home.fnal.gov/~skands/leshouches-plots

http://home.fnal.gov/~skands/leshouches-plots
http://home.fnal.gov/~skands/leshouches-plots

